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The need for structural and syntactic mappings between languages is widely recognized in the field of Natural Language Processing (NLP), and formalisms such as synchronous and transduction grammars have become increasingly popular. In this talk, we introduce the learning of weighted synchronous grammars from text corpora of source and target languages and consider two real-world applications: statistical machine translation (SMT) and document summarization.

While much work on synchronous grammar induction has been limited to isomorphic tree mappings, we consider more expressive alternatives that can account for free transformations often seen in naturally occurring data. In the case of SMT, we overcome syntactic divergences between source and target trees by learning non-isomorphic tree mappings using a linear-time grammar learning algorithm that scales to hundreds of millions of words. In the case of document summarization, we present how to learn syntactic compression grammars from unrestricted document and summary pairs. We show that the use of lexical dependencies and tree-internal annotation is critical in the production of good sentence compressions, in particular in determining whether each syntactic phrase is grammatically optional or mandatory. We present state-of-the-art performance on both machine translation and summarization.
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